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RESUME.Les applications multimédia gerent des volumes importdatslonnées. L'exploita-
tion de ces données doit se faire en respectant les corgsatemporelles permettant de lire
les paquets vidéo avec une certaine fluidité. Lorsque letraiates temporelles ne sont pas
respectées, la qualité de service fournie aux utilisatéimgnue. Partant du constat qu'il existe
des similarités entre les applications multimédia et le85Gemps réel, notre approche con-
siste a exploiter les travaux concernant la gestion de Idigide service dans les SGBD temps
réel afin de les appliquer aux systémes multimédia distsbDéns cet article, nous proposons
une nouvelle architecture permettant la gestion efficaceddenées multimédia et d’améliorer
la qualité de service fournie aux clients lors des variaiomportantes de la charge d'util-
isation du systéme. Notre technique consiste a faire vdaigualité des flux vidéo transmis
sur le réseau en utilisant les particularités du standard B@et en appliquant la notion de
contraintes (m,k)-firm.

ABSTRACT.The multimedia applications manage voluminous quantibiedata. Its exploita-
tion must respect the temporal constraints permitting &dréne video packets with a certain
fluidity. When the temporal constraints are not met, the ityalf service (QoS) provided to
users decreases. Considering there are similarities betvthe multimedia applications and
the Real-Time Databases Systems (RTDBSSs), our approasksioto exploit the works con-
cerning the management of the QoS for the multimedia sydtethis paper, we exploit some
results obtained in QoS management in RTDBSs, and we agpiytthmultimedia applications,
because of similarities existing between these two fieldgprdpose a new method allowing to
have an efficient management of data and to control the Qo8dad to clients according to
the system congestion.

MOTS-CLES Systémes multimedia distribués, Boucle de rétroactiomlit@ude service, Format
MPEG, Contraintes (m,k)-firm
KEYwoRDSDistributed multimedia systems, Feedback control loopaluof service, MPEG
format, (m,k)-firm constraints.




1. INTRODUCTION

The progress in the networks domain and the desirable inepnewnt allow to ex-
ploit of new services such as those related to multimedidiegijpns. These recent
years, there are many researches which are not only irgdreghimizing computa-
tion time, but also to satisfy application time constraints deadlines, release times,
etc. In this paper, we focus on a kind of these applicationsltimedia applications.
These applications must exchange very important quantitielata and their treat-
ments require to be done before fixed dates to guarantee aptabte quality of ser-
vice (QoS) in the streams presented to the users. RTDBShasystems adapted to
such data managementwhile dealing with a certain QoS [RAMFSM 04]. In mul-
timedia applications, the management of the QoS of the videiets allows to an-
swer to these new needs. Since about a decade, researgheradapt feedback con-
trol scheduling for multimedia systems. Adapting efficlgeiisting techniques to the
video packets management without modifying the initiatastructure is a new chal-
lenge. The main issue is the adaptation of the availableirese (bandwidth, buffers
size, video servers, etc.) and the proposition of news igoles to manage streams
when instability periods (overload or underutilizatioar. The goal is to assure an
acceptable QoS provided by the system to users, while reésgéice multiple require-
ments of the video streams. Several studies have focusdueatefinition of mech-
anisms and strategies which allow the system to provide eepaable QoS. Many
works on QoS management in RTDBSs have been done [AMI 06] [K2A]. Al-
most all these works are based on a feedback control schgdartthitecture (FCSA)
that controls the system behavior thanks to a feedback Tdupfeedback loop begins
to measure the performances of the system in order to detedbad periods. Then,
according to the results observed, the values of the paeamate modified to adjust
the system load to the real conditions. As these conditibwesya vary, this process is
repeated indefinitely. Because of the similarities exgsbatween RTDBSs and multi-
media applications, in this paper, we propose to apply thalieobtained on the QoS
management in RTDBSs to multimedia applications. The mhbjaative is to allow
to design multimedia applications that will be able to pdevihe QoS guarantees and
a certain robustness when user’s demands quickly grow ufpiawtien the network
becomes congested. These works are especially applied¢o win demand (VoD)
applications. The remaining of the paper is organized dsviisl Section 2 describes
the management of the quality of service in distributed imdtlia systems. In Sec-
tion 3, we develop our approach which allows to increase pipdieations QoS during
overload periods (network congestion). Some simulatienlts are given in Section
4. In Section 5, we conclude the paper and give some pergpscti

2. QUALITY OF SERVICE IN DISTRIBUTED MULTIMEDIA SYSTEMS

Our approach consists in taking into account researcheadjrdone on the man-
agement of QoS in RTDBSs [KAN 02b] [AMI 03] and their adaptatio multimedia
systems. QoS in a multimedia application may be defined agtheérements in terms



of bandwidth, quality of visualization, delay and rate afe® packets loss. To this pur-
pose, we propose an adaptation of a method based on feediraoid @architecture to
distributed multimedia systems [DUL 04]. We exploit theinatof (m,k)-firm con-
straints proposed in real-time sytems [BUC 95] and in RTDBSSN 01][AND 96].
This adapted method is called FCA-DMS (Feedback Controhitecture for Dis-
tributed Multimedia Systems). We apply a control of the retcongestion by dis-
carding or not some multimedia frames of certain types atingrto the network state,
notably to the shared bandwidth. We show that this will iaseethe QoS provided to
the users.
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Figure 1. Functional model of the FCA-DMS architecture.

2.1. Feedback control architecture

In a previous work, Natalia Dulgheru has proposed an arcthite, named QM-
PEGvV2 [DUL 04] which deals with distributed multimedia sstsis (cf. figure 1). The
architecture proposed contains three main components :

— Master server : it accepts requests from clients, chooses the video seabézs
to serve the demand, supervises the system state and dd@sgtdeo streams in order
to maintain the QoS initially fixed.



—Video servers: They run under the master server control and send the video
packets to the clients.

—Clients : they send requests to the master server and receive the fvadees
from the video server. When a state change occurs, they skedlback report to the
master server.

In the following, we describe briefly a typical procedure ahis executed when a
video on demand is requested, based on FCA-DMS architecture

1) A client sends a request to the master server to get a wid#oa certain level
of QoS.

2) The master server broadcasts the request to the videersevailable in the
system.

3) The video servers send back their response to the master,sghich chooses
one among them.

4) A stream is opened between the chosen video server andricerned client.
5) The master server asks the video servers to adapt thein@ah necessary.

The feedback loop consists on adapting the QoS accordinigetdoad system
conditions (servers and network congestion). The systesarobs the QoS obtained
by the client and, if necessary, asks the concerned videers@improve it.

2.2. Adaptation of QoS and feedback control loop

In order to improve the QoS, the system increases or dea¢hsenumber of
transmitted frames of certain types. To this purpose, wedasr action on the char-
acteristics of the standard MPEG format [ISO 94], that defamenechanism to code
frames at the time of the video compression. A video sequenters the system.
It's then compressed and coded according to three typesuiefs Intra frames(l),
Predicted frameg4P) andBidirectional framegB). I frames are references frames.
P frames allow to rebuild a frame using drframe. B frames usd frames andP
frames to rebuild a sequence. Therefore, | frames are thé eritisal. To decrease
the eventual network congestion, it is necessary to remavegrames from a video
sequence, but these suppressions must be done in a cahtr@lener. We propose
in the following section a method based on the controllethéa suppression in or-
der to control the QoS provided to users. Using the feedbamk &llows to stabilize
the system during the instability periods [BOU 05]. It is &d®n the two principles :
observation and auto-adaptation.

The observation principle consists of observing the resalitained by the system
and checking if the current QoS observed is consistent WalQoS initially required,
e.g. in VoD application, the system checks if the videos sagas are presented to
users without interruptions. The auto-adaptation cosfisthe system to adapt the re-
sults according to the QoS needed par the clients, by ad@stime network and video
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Figure 2. Adapted feedback loop for multimedia applications.

parameters, e.g. the system increases or decreases themafrabcepted framésin
this way, the feedback control loop ensures the stabilithefsystem.

3. ANEW METHOD TO CONTROL THE SYSTEM CONGESTION
3.1. Replication strategy : a method to control the video server congestion

A video server (VS) can distribute only videos stored onigksl If a video is not
accessible on several servers (one VS contain this videmprobability that this last
VS will be saturated increases. Therefore, it is necessaigfine a new distribution
strategy of video packets in order to have another videasevkich is used to answer
to the customer request. The saturated video server seadaest to the nearest video
servers. Each video server behaves according to one ofltbeifag three scenarios :

1) It possesses the video and it is able to treat the requésht saturated).
2) It possesses the video but it is unable to treat the regitéssaturated).

3) It doesn’t possess the video, but it is probably able tattitee request because
it is not saturated.

In the two first cases, the replication strategy is not eistagtl. In the last case,
the case manager, that has to control replication, sendsden  the saturated VS
to start the replication. Consequently, the case managetseh VS among those that
answered and that are not saturated. The choice of the VSnis idoorder to get
the best possible QoS. The demand returns again to the manitorder to allow to
terminate the replication, then the monitor restarts works

1. note that | frames (critical) are not removed



Algorithm 1: Replication strategy

master server : MS
client : cl

video server : VS
neighbour VS : CVS
selected CVS : SCVS

begin
SCVS=0
VS is saturated and has the video
For all CVSi do
send-request (VS, CVS)
if (CVSi has not the video and not saturated) then
SCVS=0
exit-for
Ise
if (CVSi has the video and is not saturated) then
put CVSiin SCVS
end if
end if
nd for
f (SCVS # @) then
choose (CVSjin SCVS)
video-replication (VS, CVSj)
nd if
end

3.2. The (m,k)-framemethod, a technique to control the network congestion

3.2.1. (m,k)-firm method

According to certain conditions, the system load variesnfraverload state to
under-utilization state and vice-versa. Indeed, sincatmber of video servers send-
ing the video packets is unknown, sometimes this causesesdaenages on the ser-
vice level provided to clients. Consequently, the numberafsmitted packets is also
unknown and can be important. Moreover, when a high numbeideb packets ac-
cess to network resources, it is necessary to keep a higtitptavel for more critical
packets (I frames, then B frames, then P frames)[DUL 04][N0{> O

We propose an approach based on (m,k)-firm method [HAM 95. (Rink)-firm
model is characterized by two parametetsand k. An application is said under
(m,k)-firm real-time constraint if at least operations among consecutive opera-
tions meet their deadlines. We adapt this method to the xbatenultimedia appli-
cations. A multimedia operation consists of sending/rgangia video frame. To adapt
this method, we consider that video packets among must be correctly sent. To
this purpose, we propose a new technique of video packetageament crossing the
network, called (m,k)-frame.



A video stream is decomposed into several classes accaalthgir tolerance to
the loss of frames characteristics, i.e. each class catfagnvideo packets of similar
(m,k)-frames constraints. The three classes we consieffier, to the three types of
frames : I, B and P. With this technique we realize a trade effveen the shared
resources and the QoS granularity in the same class of a sideam.

3.2.2. Quality of service adaptation

In this work, we focus on the adaptation of the video streathéonetwork state.
We assume that measures of the network capacity are aeilaldne hand, and that
we have an important number of frames to send, on the othek han

The three classes of frames (I, B and P) are used to adaptatigyapi stream sent
to the network. We consider the following constraintsr;( kr)-frame, (mp, kp)-
frame and {u, kp)-frame, i.e,m; frames of a certain type must be received among
thek; frames sent. Then the network capacity is measured by thedar.m; + mp
+ mp. Recall that | frames are the most critical. The parameter®edered in the
following manner :m; > mp > mp. We usually haven; = k;, i.e., | frames are
critical and it is forbidden to remove them.

We assume the situation where the network, whose curreatigps N, is con-
gested. We also assume tldaiSs,,, ... is the quality of the stream to send. To be con-
sistent with the network capacity, it is necessary to rem{0¥eS,,,... — V) frames.
Therefore, we have to degrade the quality of the MPEG str&dhen we apply no
method of congestion control, frames will be randomly regth\.e. they are lost
by the network, causing the degradation of the video present notably if some |
frames are removed. Here, we apply our (m,k)-frame methbihwconsists of re-
moving frames in an intelligent manner. We have :QbS,...=k; + kp + kg, and
(2) N=mj; + mp + mp. The number of frames to remove is theRaS,,4. — N =
(kf —my )+ (kp — mp ) + (kg — mg), wherek; = m; (the most critical frames
are removed).

3.2.3. Bandwidth fair sharing

With the previous assumptions, we deal with the broblem afisly bandwidth
between servers in case of network congestion. In the pie\section, we have seen
how to reduce the QoS at the stream level, according to thiabiecapacity of the
network. Here, we need to share fairly the bandwidth betvedlesources that wish to
send a stream. We compute the total capacity needed byadrsefhen, we compute
R, the ratio between the needed capacity and the availabMorietapacity.

N
(RequiredCapacity)

Example : let 3 video servers wishing to send flows of 40, 302hffames per
second respectively. The total capacity of the network adéo answer to this demand
must be 40+30+20=90. If, however, the network only arrargespacity of 75 frames



per second, it is not able to sent all the frames. The &tis computed as follows :
(75/90)*100 = 83.3%. Then, we apply this rate to each of the three required capsci
40*83.334=33, 30*83.3%;=25 and 20*83.3%=17. If we sum the three obtained
numbers, we find 75 frames per second. This corresponds tacthel capacity of the
network.
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T
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Figure 3. The (m,k)-frame algorithm.

In the following, are listed some advantages of the bandwialt sharing :

— To control the congestion of the network by fair sharingteses between all
streams. A bad stream doesn't affect the service providéoet@ther streams. Only
this service will be concerned if a stream wants to consume mesources than avail-
able.

— To guarantee an acceptable bandwidth and delay.

— To guarantee a link sharing between the different classesraice.

4. SIMULATIONS

We have studied and evaluated the behaviour of system aad&fstation to differ-
ent load variations. The performance evaluation is unernt®y a set of simulation
experiments, where various parameters have been varied.



Frames | for 9000 Usables Lost Received Sent

sent frames Frames Frames Frames Frames
Before (m,k)-frame selection| 67,73 32,27 67,73 100.00
After (m,k)-frame selection 100,00 0.00 100,00 100,00

(a) For I frames.

Frames P for 9000 Usables Lost Received Sent
sent frames Frames Frames Frames Frames
Before (m,k)-frame selection| 44,22 34.27 65.73 100.00
After (m,k)-frame selection 60.00 40.00 60.00 60.00

(b) For P frames.

Frames B for 9000 Usables Lost Received Sent
sent frames Frames Frames Frames Frames
Before (m k)-frame selection| 32,98 33,12 66.88 100.00
After (m,k)-frame selection 45,90 54,10 45,90 45,90

(c) For B frames.

Frames |, P and B for 9000 Usables Lost Received Sent
sent frames Frames Frames Frames Frames
Before (m,k)-frame selection| 38,69 3333 66.67 100.00
After (m,k)-frame selection 53,93 46.07 53.93 53,93

(d) For I, P and B frames.

Figure4. Simulation parameters.

4.1. Presentation of the ssmulator

Our simulator is based on the architecture components piebé Section 2. A
master server serves all video servers participating twitheo diffusion. Moreover,
the master server allows to add new video servers, when seEge#\ new server is
assigned a number and a list of accessible objects. Aftdirngiahe master server, the
video servers who want to participate in the video distidtrefer themselves to the
master server, and then get a number. In order to make a teguient dialogs with
the master server that distributes the request to the alaNédeo servers. When the
master references a video server able to satisfy the chepiast, i.e. the server is able
to provide the required QoS, it sends the video server nederéo the client. Then,
the broadcast from the video server can begin. After some, tine client sends to the
server the QoS level he obtained. The three parts of thetacthie of this simulator
are modelled thanks to an object modelling language anzeebih JAVA language.
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Figure5. The simulator architecture
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4.2. Simulations objectives

The objective of the simulations is to demonstrate how ouhow called (m,k)-
frame, is able to adapt the QoS to the real conditions of aimedtia application,
according to the current system load. Notably, the systemst aujust the QoS when



12000

103,00

3000

Rates of frames P
2
3

—¢—rae of s before m,ki-rams selection
- rate of loss after (m.k)-Tame selection

Usables Frames LostFrames Received Frames Sent Frames

Figure?. For P frames.

the client number that does requests varies (dynamic drdfelients). The network
congestion can have different sources :

—internal : when there is a large number of clients doing requests inytbies.
We can limit this client number by using an admission cofgrdbcated at the master
server level.

—external : when the network is used by other applications that can ctiese
congestion.

Our architecture must adjust the QoS by reducing the nunfifearnes broadcast
in the network.

4.3. Simulation results

We have tested two possibilities of frames removal in ounusitor :

— Before (m,k)-frame selectiorhere, the removal of B frames doesn’t depend on
P and | frames and the removal of P frames doesn’t depend amkf. The removal
of I, P and B frames is randomly done, i.e, the probabilitygamove a P and | frames
is equivalent to that of removing a B frame because they alepiendent.

— After (m,k)-frame selectionin this case, do not remove | frames, because, |
frames are critical and it is forbidden the remove them=k;). there exist dependen-
cies between P frames and B frames. When a P frame is remosedtihB frames
that depend on this P frame must be removed because they bersatess.

Of course, the results obtain&after (m,k)-frame” selection are better than those
obtained inbefore (m,k)-frame”selection.



In Figures 6 and 9, we note that the loss rate of | frames isifepsrtant than
other types of frames. We particularly distinguish thedading cases :

Rates of frames B
3
=

—+—rate of loss before {m.K)rame selzction
—— Fate of loss after m kprame selzction

Usatles Frames LostFramss Received Frames Sent Frames

Figure 8. For B frames.
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Figure9. For IPB frames.

1) When no frame management method is used : we note thatgime=6, only
~67,73% of | frames sent are received and usable. The other framdssird-or P
frames (Figure 7) and B frames (Figure 8), almost the sameefdtames are received
(62%), but the rate of used frames is only about@®ecause P and B might be
removed randomly.



In Figure 9, when we consider all types of frames, we obtapr@ximatively the same
results as Figures 7 and 8.

2) When (m,k)-frames method is used : we note, in Figure @ athaframes sent
are received without any loss and they are all usable. InrEggid, 8 and 9, we note
that onlym frames amond: are sent. However, we note also that all frames sent,
are received and used. Consequently, frames selectionds atahe time where the
stream enters the system.

Finally, we note, in Figure 9, the rate gap between I, P andahés with and
without (m,k)-frames model : there exists a clear diffeebetween the three types
of frames : the selective packets reject is very efficient émain an acceptable QoS
to the client while minimizing the critical packets los®.il packets.

In case of network overload, the QoS degradation of the MPE£&aI® is accept-
able with (m,k)-frame, since | frames are more significaahtB and P frames for the
decoding process, to efficiently rebuild the original video

5. CONCLUSION AND FUTURE WORKS

While current resource management systems provide mesrthanvhich provide
reliability with respect to QoS, it is not sufficient sincetk are many well established
application scenarios where QoS management is requigeddestributed multimedia
systems. In this paper, we proposed an improvement of tlib&sd control architec-
ture for distributed multimedia systems (FCA-DMS). Our adttjve is to provide a
deterministic temporal guarantee according to the tenipanastraints of real-time
video streams. Our main contribution concerned the adaptat (m,k)-firm con-
straints for the video packets and the establishment of @ovidplication strategy. A
possible extension of this work consists in enhancing thbitecture presented. No-
tably, in order to bring some breakdowns tolerance becatifee@resence of only
one master server. We have also highlighted the importahtteedm,k)-frames im-
provement and have given a certain priority to the QoS matifia demand, in order
to increase its reliability and robustness and to convergatds the QoS specified by
the client.

Simulations results allow us to validate the feasibilityoaf technique and should
allow to provide results demonstrating the real contrinutf this new work.

An other possible future work would consist in building alreideo on demand
server based on the architecture that we propose. We wilitak account of frames
storage management and frames organization in video senatably, the most ef-
ficient manner (from QoS point of view) to videos broadcagtvMeen the different
video servers. This work requires to compare the perforesobtained when using
different manners to organize and store videos.
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